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Abstract—The “Completely Automated Public Turing test to
tell Computers and Humans Apart” (CAPTCHA) is a technique
that prevents unauthorized access by bots. Most studies of
CAPTCHA systems use human cognitive capacities as a coun-
termeasure to facilitate recognition techniques. Differentiating
between natural and awkward objects is an approach used to dis-
tinguish humans from bots. However, this approach is vulnerable
to adversaries who exploit the differences in relative frequency
between natural and awkward objects because of the difficulty in
collecting natural objects. In this study, we propose a new scheme
that does not require the utilization of natural objects, thereby
addressing this shortcoming. Our proposed method requires that
humans always distinguish awkward objects, which are generated
by different parameters. We evaluated our scheme in several
experiments.

Keywords—CAPTCHA, Markov chain, Security analysis, Word
salad

I. Introduction

A. Background

The “Completely Automated Public Turing test to tell
Computers and Humans Apart” (CAPTCHA) [1] is a technique
for differentiating humans from software agents. Several online
services utilize CAPTCHAs to combat malicious software
agents, i.e., bots.

The most widely used method, visual-CAPTCHA (Fig-
ure 1), requires that users read distorted letters embedded in
an image. Many online services also provide audio-CAPTCHA
where users listen to distorted sounds. For public services, such
as U.S. governmental sites [2], quiz-based CAPTCHA is used
to avoid criticisms regarding accessibility. Thus, people with

Fig. 1: Example of the Conventional CAPTCHA

visual and auditory impairments can solve the quizzes because
they only comprise text.

The recognition of images and sounds and the completion
of quizzes are considered to be difficult for bots; however,
conventional visual-, audio-, and quiz-based CAPTCHAs may
be insecure due to advances in recognition techniques [3],
[4], [5], [6], [7]. A number of researchers have tried to
overcome this issue by developing CAPTCHAs using new
Artificial Intelligence (AI) problems [8], [9], [10], [11]. These
CAPTCHA constructions require semantic interpretation be-
cause it is difficult for bots to solve questions based on the
semantic interpretation of objects.

B. Difficulties: Problems of the Conventional Scheme

CAPTCHA systems require a large amount of objects (e.g.,
images, sounds, and sentences) to generate questions based
on semantic interpretations. Several systems tend to utilize
the objects directly when presenting questions to users; for
example, the KK-scheme proposed by Kamoshida et al. [12]
collects many natural sentences.

The KK-scheme is a CAPTCHA that exploits the awkward-
ness felt by humans when comparing a natural sentence and
a “word salad” synthesized by a Markov chain. The scheme
generates questions that comprise natural sentences and word
salads, and users are required to distinguish them. Humans
can interpret the semantic meaning and distinguish sentences
with considering the difference in terms of “naturalness.” By
contrast, it is difficult for bots to interpret these differences
because naturalness is ill-defined.

The KK-scheme requires source documents (i.e., a corpus)
to generate questions, but this leads to two problems.

(1) Difficulty collecting natural sentences: The amount of
natural sentences is limited because parts of sentences appear
in public corpora. Suppose that we construct natural sentences
and word salads from a corpus according to the KK-scheme.
We could generate an excessive number of unique word salads
because word salads comprise a combination of words that
follows a Markov chain. On the other hand, depending on
the size of the corpus, we might generate questions that have
already been used as natural sentences. Thus, adversaries can
differentiate natural sentences from word salads based on
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whether the sentence in the question is found in a database
of previous questions.

(2) Vulnerability to attacks using search engines: Adver-
saries can employ a large corpus such as online documents, and
thus we must pay special attention to security against attacks
using search engines. Adversaries can query the sentence given
in the question using search engines and solve the CAPTCHA
based on the results obtained.

Therefore, objects that are exactly the same as those found
in the sources will have security issues. We must emphasize
that these problems are common in schemes that use such
objects in questions.

C. Our Objective and Approach

In this study, we propose a new CAPTCHA that overcomes
the problems described in Section I-B.

Our approach has the following features.

• In our scheme, all of the questions are generated as
awkward objects by programs. Our scheme does not
use original objects in questions, thereby protecting
against search engine attacks.

• Our scheme presents pairs of awkward objects, which
are generated using different generation parameters.
We expect that humans will be able to perceive the
difference in terms of awkwardness by comparing the
two objects. This is useful for improving the human
accuracy rate, although no original objects are used.

D. Our Contributions

The main contributions of our study are as follows.

• Proposal of an actual scheme: We describe the con-
struction of an actual new scheme.

• Superiority of our scheme to the KK-scheme: We
demonstrate that our scheme performs better than the
KK-scheme based on the following points.

◦ Preservation of a high accuracy rate for hu-
mans.

◦ Security against several attack types: 1) Auto-
mated proofreading attacks (MS Word) [13]; 2)
Attacks based on different appearance rates in
natural sentences and word salads; 3) Attacks
using search engines.

We illustrate the security weakness of the KK-scheme
against attacks.

• Optimal Markov chain model for alternative natural
sentences: Based on the experiments in (1)–(3) using
different orders, we clarified the best parameters for
the Markov chain model.

II. RelatedWork

Many CAPTCHAs have been proposed that use semantic
interpretation.

For example, Asirra [14] employed semantic image in-
terpretation, where the proposed method presents pictures of

dogs and cats, and users are required to categorize them. The
methods proposed by Holman et al. [15] and Shirali-Shahreza
et al. [16] present several pictures and users need to select
a related object from several choices. Similar to semantic
image interpretation, several methods use semantic sound
interpretation. Researchers also treat contextual cognition as
a type of AI problem. Park et al. [17] showed that in a limited
situation where it is necessary to distinguish phishing emails
from legitimate emails, bots cannot identify certain types of
emails whereas humans can identify them easily.

Ivey [18] proposed a method that presents common topic
sentences except for one and users are required to answer
with an odd one. Goto [19] proposed a CAPTCHA based
on a phonemic restoration effect and similar pronunciation.
Yamamoto et al. [20] and Kamoshida et al. [12] utilized the
strangeness between natural sentences and machine-generated
sentences as a CAPTCHA, where the former uses repeated
machine translation to generate awkward sentences and the
latter uses word salads.

We describe the algorithm for the KK-scheme as follows.

Algorithm for the KK-scheme [12]

1) A CAPTCHA system constructs a Markov chain
model of order N from a corpus.

2) The system extracts h natural sentences from the
corpus and synthesizes s word salads using the model.

3) The system sorts the order of z (= h + s) sentences
randomly and presents them to a user.

4) The user answers each sentence with Ham or Spam
for z sentences.

5) The system checks the response and judges that the
user is a human if k ≥ θ, where k is the number of
correct answers and θ is a threshold.

III. Preliminary

A. Markov Chain

Let N be the order of a Markov chain. A Markov chain of
order N is a process that satisfies

P(Xn+1 = x|Xn = xn, . . . , X0 = x0)

= P(Xn+1 = x|Xn = xn, . . . , Xn−N+1 = xn−N+1).

We apply morphological analysis [21] to a corpus and
obtain N-grams. We then construct a model that follows a
Markov chain of order N. In the model, the future state N + 1
depends on the previous N states.

B. Ham and Spam

We denote that a sentence synthesized by a Markov chain
of order N is an order-N word salad. Our scheme uses word
salads for both Ham and Spam. Let Ham and Spam be a
semantic natural sentence and a semantic awkward sentence,
respectively, which are order-NHam and order-NS pam word
salads, where NHam > NS pam. It should be noted that in our
scheme, the naturalness of sentences is a relative criterion
based on a comparison between Ham and Spam.
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C. Diversity of Synthesized Sentences

Suppose that we synthesize WA word salads. Let WU/WA

be the diversity of the synthesized sentences if WU among WA

word salads are unique. We employ this as a criterion that
determines how the scheme generates unique questions for the
CAPTCHA.

D. Diversity of a Corpus

Let DM be a set of M-grams that appear in a corpus. Let
A be an M-gram word, where A = (anan−1 . . . an−M+1) ∈ DM .
Let C(M,A) be a candidate set of (M + 1)-th words chained for
an M-gram that follows a Markov chain, i.e.,

C(M,A) = {c ∈ D1

∣∣∣
P(Xn+1 = c|Xn = an, . . . , Xn−M+1 = an−M+1) > 0}

Let CM be the diversity of a corpus of M-grams, where CM =∑
A∈DM

|C(M,A)|/|DM |. We employ this as a feature of a corpus.

E. Evaluation Criteria

Let X and Y be random variables for a sentence in a query
and the response, respectively, where the value of S denotes
Spam and H denotes Ham. The probabilities of a query being
Ham or Spam are P(X = H) = h/z and P(X = S ) = s/z,
respectively. The CAPTCHA outcome has a joint probability
P(X, Y), which is computed by

P(Y = H, X = H) = P(Y = H|X = H)P(X = H),

P(Y = S , X = H) = P(Y = S |X = H)P(X = H),

P(Y = H, X = S ) = P(Y = H|X = S )P(X = S ),

P(Y = S , X = S ) = P(Y = S |X = S )P(X = S ).

A failure case is represented either by a response of S to a
given query of H, or a response of H to a given query of S. Let
Yh and Ym be the responses by humans and bots, respectively.
The failure probability for a CAPTCHA by a human (Pq) is
defined as

Pq = P(Yh = S , X = H) + P(Yh = H, X = S ).

Similarly, the success probability for a CAPTCHA by bots
(Pm) is defined as

Pm = P(Ym = S , X = S ) + P(Ym = H, X = H). (1)

In Eq. (1), we consider that adversaries utilize several tools
such as proofreading and search engines. Let W be a random
variable for a process used by a tool, which can have values t
or f . An event W = t represents a process that detects certain
information and W = f represents an event that does not occur.
The right-hand side of Eq. (1) is computed by

P(Ym = S , X = S )

= P(Ym = S |W = t)P(W = t|X = S )

+P(Ym = S |W = f )P(W = f |X = S ),

P(Ym = H, X = H)

= P(Ym = H|W = t)P(W = t|X = H)

+P(Ym = H|W = f )P(W = f |X = H).

� �
Questions: Choose more awkward sentence from ‘A’ and ‘B’.

No. 1 (NHam = 2, NS pam = 1):

A There is mainly something used for exams of universities.
Instruments for house-moving, furniture

B I said outside the swimsuit of the eyebrows, the
strangeness was done and returned to here

No. 2 (NHam = 3, NS pam = 1):

A I heard that his friend would come here. That’s troubling
and nonsense. Now

B Because it becomes hard, I gain it for illness, look back,
and Miwa has no interest in it before

No. 3 (NHam = 4, NS pam = 1):

A Due to the bad system, the guides are required to be kind,
polite and shrewd. However

B Sitting straight in the zoo, the lineage of Ogaki, Kuniko
and Aoba, is serious

Answers: ‘B’ is a Spam for all questions.

� �
Fig. 2: Sentences Synthesized by Our Proposed Method.

We define the false human rejection ratio (FRR) as the
probability that a human correctly solves k CAPTCHA ques-
tions s.t. k < θ. Similarly, the false machine acceptance rate
(FAR) is defined as the probability that bots correctly solve k
CAPTCHA questions s.t. k ≥ θ. FRR and FAR are given by
the binominal distribution as follows.

FRR =

z∑
k=θ

(
z

k

)
Pk

q(1 − Pq)z−k, FAR =

z∑
k=θ

(
z

k

)
Pk

m(1 − Pm)z−k

In this study, we employ the F-ratio as an evaluation
criterion, which is given by

F =
2 · (1 − FAR) · (1 − FRR)

(1 − FAR) + (1 − FRR)
, (2)

where FRR and FAR are computed s.t. θ = 1, z = 1.

IV. Our ProposedMethod

A. Outline

In the following, we demonstrate that there are two differ-
ences between our proposed method and the KK-scheme.

(1) How to Generate Ham: Our system synthesizes Spam
using a Markov chain of order NS pam. Ham is also synthesized
by a Markov chain of order NHam s.t. NHam > NS pam.

To ensure security, it is useful to employ word salads
as Ham because of the following features of word salads
compared with natural sentences.

• We can generate a large amount of sentences from a
corpus.

• It is difficult for search engines to detect a corpus
because the exact same sentences will not be present
in the corpus.
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TABLE I: Features of Our Corpus: (Numbers of Characters, Lines) = (80783, 5248).

N-gram 1 2 3 4 5 6 7

Number of Unique Words 7,893 34,469 60,790 73,632 77,532 77,526 76,395

Diversity of the Corpus (CN ) 4.403 1.785 1.231 1.075 1.023 1.008 1.002

(2) Answering Method: We are concerned with the lower
accuracy rate obtained by humans because order-NHam word
salads are more awkward than natural sentences. As a coun-
termeasure, our scheme presents pairs of Ham and Spam for
each question. Users then solve this problem by comparing
two sentences in terms of their relative naturalness.

Figure 2 shows examples of our questions. In our opinion,
humans cannot detect sufficient naturalness with a single Ham
in examples 1 and 2. However, we consider that humans
can detect differences in awkwardness based on a relative
comparison of a Ham and Spam pair.

B. Our Scheme

The algorithm for our proposed scheme is as follows.

Algorithm for our Proposed Scheme

1) A CAPTCHA system chooses two orders s.t. NHam >

NS pam and generates Markov chain models.
2) The system synthesizes z pairs of Ham and Spam.
3) The system exclusively randomly assigns Ham and

Spam to choose ‘A’ and ‘B’ for z pairs.
4) The system presents z pairs as questions and a user

must choose the most natural or awkward option.
5) The user answers each question with ‘A’ or ‘B’ for z

pairs.
6) The system checks the response and judges that the

user is a human if k ≥ θ, where k is the number of
correct answers and θ is a threshold.

V. Evaluation

A. Evaluation Items

We conducted the following experiments to verify the
effectiveness of our proposed method.

• Experiment 1: How much is the diversity of the
synthesized sentences?

• Experiment 2: How often can search engines find the
corpus of sentences?

• Experiment 3: How high is the accuracy at which
subjects solve our proposed scheme?

B. Experimental Methods

Standard Settings: We describe the standard settings for
our experiments as follows.

• We selected five types of Japanese documents from a
public-domain book site called “Aozora-bunko” as a
corpus. Table I shows the features of this corpus.

• We employed an order-NSpam word salad as Spam,
where NSpam = 1. We employed an order-NHam word
salad as Ham, where NHam = 1, 2, 3, 4, 5.

• In this study, we used an order-7 word salad as
a natural sentence because Table I shows that the
diversity of the corpus was 7-grams, i.e., CN=7, which
is almost equal to 1. Similarly, we assumed that the
KK-scheme allowed users to distinguish two word
salads synthesized with Markov order NHam = 7 and
NSpam = 1.

• A word salad comprised 30–40 characters.

Experiment 1: We synthesized 50, 000 word salads for
each order and investigated the diversity of the synthesized
sentences.

Experiment 2: We synthesized 100 word salads for each
order. Each word salad was queried using the Yahoo! search
engine. We assumed that the search engine had found the
corpus if it occurred within the top 10 search results.

Experiment 3: We asked 16 Japanese subjects (13 men
and three women) to answer our questions. For each NHam =

2, 3, 4, 5, the questions were generated as follows.

1) We randomly selected 10 order-NHam word salads
from those synthesized in experiment 2. Similarly,
we selected 10 order-NSpam word salads from those
synthesized in experiment 2. Note that NSpam = 1.

2) We randomly selected a Ham and a Spam. We re-
peated this step 10 times and obtained 10 pairs.

3) Let ‘A’ and ‘B’ be choices. For each pair, we exclu-
sively randomly assigned Ham and Spam to either ‘A’
or ‘B’, respectively.

C. Experimental Results

TABLE II: Diversity of the Sentences Synthesized by a Markov
Chain.

Order N 1 2 3 4 5 6 7

Diversity 1.000 0.999 0.942 0.732 0.522 0.480 0.437

Experiment 1: Table II shows the diversity of the synthe-
sized sentences, which demonstrates that the diversity of word
salads was high compared with natural sentences (i.e., order-7
word salads), especially in the case where N < 4. A change in
the value had a dramatic effect at N = 4, whereas the change
was slow above this value. It is likely that CN≥4 ≈ 1 was
satisfied by the corpus in Table I.
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TABLE III: Conditional Probability of a Sentence Being
Detected.

Order N 1 2 3 4 5 7

P(W = t|X = x)† 0.12 0.19 0.44 0.78 0.85 0.89

†: If N = 1, then x = S . Otherwise, x = H.

Experiment 2: Table III shows the detection rate of the
corpus for each word salad using the Yahoo! search engine.

Table III shows that it was difficult for the search engine
to find the corpus of word salads compared with the corpus
of natural sentences, especially when N = 2, 3. Similar to the
diversity of synthesized sentences, it is likely that the results
were affected by the features of the corpus.

TABLE IV: Failure Rate by Humans.

Order N
†

Ham
2 3 4 5 7

FAR 0.194 0.212 0.169 0.156 0.18

†: Order NS pam = 1.

Experiment 3: The human failure rate results for each
question (Pq) are presented in Table IV. It should be noted
that the result for NHam = 7 was derived from [12].

Table IV shows that the human failure rate was 18% for
the KK-scheme and 15.6–21.2% for our proposed method.
These results suggest that the human failure rate does not
depend greatly on the order of the Markov chain. Before this
experiment, we considered that humans were affected more
greatly by the difference in the order. However, these results
indicate that the human ability to recognize the naturalness of
sentences was higher than we expected.

VI. Considerations

A. Vulnerability of the KK-scheme

Kamoshida et al. [13] considered two types of attacks: a
brute force attack and a word attack, where their results clearly
demonstrated that word attack using the proofreading functions
of MS Word was more powerful than the brute force attack.
Thus, the results of their security analysis were based on word
attack.

In this section, we consider two new attacks using the
diversity of synthesized sentences and search engines, and we
demonstrate that the KK-scheme is not secure against these
attacks.

The success rate for adversaries depends on s and h because
an attacker may be good at detecting Ham whereas another
may be better at differentiating Spam rather than Ham. We
present calculation methods based on security analysis with
s = 5, h = 15 (z = h + s = 20) as examples.

First, we review the word attack calculation method. Sec-
ond, we analyze new attacks in the same manner.

Word Attack: We provide a method for calculating Pmw,
which is the success rate of word attacks. Let Ww be a random
variable, with values of tw or fw. An event Ww = tw denotes
that MS Word detects incorrect phrases in sentences X for a

question and W = f denotes that the event does not occur.
We have P(Ww = tw|X = S ) = 0.24, P(Ww = tw|X = H) = 0,
which are derived from the results described in [13]. We have
P(Ww = tw) = 0.06, P(Ww = fw) = 0.94 because P(X = S ) =
0.25, P(X = H) = 0.75. In this attack, adversaries always
answer the question with Spam if MS Word finds the wrong
phrases in the sentences; otherwise, they answer with Ham at
a probability of P(X = H|Ww = fw) = 0.798 or with Spam
at a probability of P(X = S |Ww = fw) = 0.202. Thus, we
obtain P(Yw = H, X = H) = 0.798, P(Yw = S , X = S ) = 0.394
using these values. Consequently, we obtain Pmw = 0.697 using
Eq. (1).

Attack Based on the Diversity of Synthesized Sentences:
In this attack, adversaries check the sentences in a question
to determine whether they are the same as those in previous
questions. It is useful for adversaries to employ this type
of attack if there is a clear difference in the diversity of
the synthesized sentences between Ham and Spam, especially
when the corpus is small.

We provide a method for calculating Pmd, which is the
success rate for an attack based on the diversity of synthesized
sentences. Let Wd be a random variable, with values td or fd.
An event Wd = td denotes that adversaries find sentences X in
a question based on previous questions and Wd = fd denotes
that the event does not occur. We obtain P(Wd = td |X = S ) = 0,
P(Wd = td |X = H) = 0.563 from the results of experiment 1
based on N = 1, 7. In this attack, adversaries always answer
the question with Ham when Wd = td; otherwise, they answer
with Ham at a probability of P(X = H|Wd = fd) = 0.567 or
with Spam at a probability of P(X = S |Wd = fd) = 0.433.
Consequently, we obtain Pmd = 0.716 in the same manner as
the word attack calculation.

Attack Using Search Engines: In this attack, adversaries
query the sentences in a question using search engines and
compare the differences in the results obtained for Ham and
Spam. It is useful for adversaries to employ this type of attack
if Ham is the same in parts of public documents.

We provide a method for calculating Pms, which is the
success rate for an attack using search engines. Let Ws be a
random variable, with values of ts or fs. An event Ws = ts

denotes that a search engine detects a source for the sentences
X in a question and Ws = fs denotes that the event does not
occur. Thus, we obtain P(Ws = ts|X = S ) = 0.12, P(Ws =

ts|X = H) = 0.89 from the results of experiment 2 based on
N = 1, 7. In this attack, when Ws = ts, adversaries answer
with Ham at a probability of P(X = H|Ws = fs) = 0.957 or
with Spam at a probability of P(X = S |Ws = fs) = 0.043;
otherwise, they answer with Ham at a probability of P(X =
H|Ws = fs) = 0.273 or with Spam at a probability of P(X =
S |Ws = fs) = 0.727. Consequently, we obtain Pms = 0.823 in
the same manner as the word attack calculation.

Comparison between Several Attacks: For all the pairs
of (s, h), we calculated the success rate of each attack as
described in this section. The results are shown in Figure 3 and
demonstrate that the minimum values of the rate are (Pmw, Pmd,
Pms) = (0.567, 0.683, 0.796). Hence, attacking with search
engines is the most powerful strategy against the KK-scheme.
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TABLE V: Comparison between the KK-Scheme and Our
Proposed Method for each Question.

Scheme NHam FRR FAR F-ratio

KK 7 0.180 0.796 0.33

2 0.194 0.505 0.61

Our 3 0.212 0.563 0.56

Proposal 4 0.169 0.720 0.42

5 0.156 0.767 0.37

B. Optimal Markov Chain Model and Comparison with KK-
Scheme

We compared our proposed method with the KK-scheme
based on the F-ratio calculated using Eq. (2). We utilized FRR
from the results in Table IV. The success rate of the attack
using search engines employed FAR based on the results in
Section VI-A.

Table V shows that our proposed method had the best F-
ratio when NHam = 2 and it performed better than the KK-
scheme.

It should be noted that Table V shows the results obtained
for one question. FAR > FRR was satisfied, so we applied the
gap amplification technique [1] to our scheme, where users
must solve multiple questions to improve the security of the
scheme.

VII. Discussions

A. Response Time

The response time of the KK-scheme is relatively high
compared with other visual CAPTCHAs [12]. However, our
scheme requires that users read two sentences for each ques-
tion, and thus the response time is longer compared with
the KK-scheme. We will address this shortcoming in future
research. For a simple example, it may be more efficient to
reduce the number of characters in the word salad.

B. Difference in the Orders between NSpam and NHam

In this study, we fixed NSpam as 1. We then modified NHam

to investigate its effects in several experiments. However, it is
possible that our scheme will also work with NSpam � 1 s.t.
NHam − NSpam > 0.

In general, humans are not good at reading awkward
sentences, which yields a longer response time and a reduced
accuracy rate for humans. This might be improved by using
two types of word salads synthesized with relatively large
orders.

C. Adaptation of Our Approach to Other AI Problems

Our approach requiring users to distinguish different awk-
ward objects could be applied to other AI problems.

It is known that cognitive bias often affects human decision
making. In methods that require users to identify one object,
e.g., the KK-scheme, human answers are affected by previous
questions due to biases, such as anchoring and adjustment,
confirmation bias, conservation, and confirmation bias. Factors
such as logical fallacy, priming, and fake familiarity [22] also
cause human errors.

Thus, we could prepare the same questions but sort the
order in which they are presented to users. It is reasonable to
expect that there will be differences in the answers provided
even though the questions are the same. For example, humans
might identify an awkward object as a natural object if an
extreme awkward object is presented in the previous question.

However, although we only used awkward objects, our
proposed method prevented a decline in FRR, which may be
explained by the relative comparison restricting these different
types of bias within one question.

If we consider FAR, then due to the benefits in terms
of FRR, our proposed method can employ more indistinct
objects as questions. This would be useful for avoiding pattern
matching and search attacks, thereby making it difficult for
adversaries to break our scheme.

We think that these beneficial features are widely accepted
in other CAPTCHAs, which can control the awkwardness of
the objects generated. During 3D object extraction, speech
synthesis, and machine translation, we could control their
precision in these processes. It may be useful to consider
applying our approach to these processes and employing them
as CAPTCHA questions.

VIII. Conclusion

In this study, we proposed a new CAPTCHA system based
on differences in the awkwardness of objects. Our approach
involves a relative comparison of objects in terms of their
awkwardness. We showed that this feature was effective in
improving security against attacks using databases and search
engines.

First, we analyzed the security of the KK-scheme and
highlighted its problems. Second, we constructed the actual
scheme and confirmed its performance in several experiments.
Thus, the comparisons between our scheme and the KK-
scheme demonstrated the advantages of our method in terms
of the F-ratio.
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