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Abstract. We consider the risks of attackers who try to infer personal
identification information from given de-identified datasets. These risks
depend on the background knowledge they have. However, it is not
known what kinds of background knowledge most increase the risk of
re-identification. In this paper, we model attackers of 10 representative
types with varying amounts of background knowledge. We quantify the
risk of these attackers as the probability of a record being identified using
the publicly available open dataset, “Online Retail Data Set”.

1 Introduction

In the era of big data, companies are required to assess the re-identification risks
of de-identify personal identification information (PIT) when employing big data
extensively in their business. De-identification is a process of modifying PII to
prevent individuals from being identified from the original data. However, there
is a concern that attackers may try to re-identify individuals from available de-
identified data using external background knowledge. It is unclear what kind of
background knowledge is useful for these attackers.

Domingo-Ferrer [8] proposed a model for a maximum-knowledge attacker
who is assumed to know both the original and the de-identified datasets. The
attacker can use all the attributes as background knowledge to estimate the
most likely linkages. However, this attacker is much stronger than that could
be expected in a realistic environment and we should relax the assumptions to
make the attacker model more realistic. It is well known that there is no universal
attacker model because the impact greatly depends on a use case. For example,
the impact of leakage of a cancer patients data is bigger than the impact of
leakage of a purchase data of convenience store.

Therefore, we aim to study the risk of an attacker depending on their back-
ground knowledge. Instead of dealing with a universal model, we focus on smaller
specific models, representing 10 types with distinct amounts of background
knowledge. We evaluate the probability of a record being identified as the risk as-
sociated with these attackers using the Online Retail Data Set, which is available
from the UCI Machine Learning Repository [17].



Our study makes two contributions: (1) we propose a theoretical risk model;
(2) we conducted an experiment to estimate risk using real purchase history
data. Our theoretical model allows us to estimate the mean probability of a
record being identified by an attacker who has background knowledge of specific
attributes without exactly computing risks. The probability can be determined
with the number of unique values of the attributes. We demonstrate the efficiency
of our model using empirical evidence.

The rest of this paper is organized as follows. In Section 2, we describe and
analyze the Online Retail Data Set. In Section 3, we describe the attacker models
with 10 representative types with distinct background knowledge. In Section 4,
we evaluate the risk of these attackers. Section 5 describes related work, and
Section 6 concludes the paper.

2 The Online Retail Data Set

The Online Retail Data Set from the UCI Machine Leaning Repository [17]
contains one year of purchase history data from the UK. This data was used in
the PWSCUP [13] data deidentification competition in Japan in 2016 and 2017.
In this study, we use a subset of the Online Retail Data Set that consists of
the purchase history data T for 400 customers. We show a summary of T, an
example, and the statistics of T in Tables 1, 2, and 3, respectively. We define
the following.

Definition 2.1 (m,n,wx) Let m and n be the number of records and the
number of customers in T, respectively. Let wx be the unique number of kinds
of values of attribute X in T.

Example 2.1 Table 2 is a table of m = 10 and n = 5. Suppose attribute X =
purchase date, which has distinct three values, i.e., 2010/12/1, 12/5, and 12/6,
hence we have wy = 3. For Y =Number, we have wy = 6.

The attackers in our model are classified into three classes in terms of attributes,
the purchase date, the number of kinds of goods purchased in a day, and the
goods purchased in a day. Note that the combination of these attributes con-
stitutes background knowledge. Table 4 shows the statistics of these attributes
of T. T has 373 days of purchase history records observed from December 10,
2010 to December 9, 2011. It contains 290 days when purchases were made; no
purchases were made on 83 days. Figure 1 shows the distribution of the number
of kinds of goods purchased in a day in 7. The numbers of kinds of goods are
distributed in a power-lour with mean of 13.75 at the top of distribution. Note
that there is one more peak at the left most number 1, that is, just a single
item, and occurred 73 times, which are the most frequent records in 7T'. A total
of 114 kinds of goods are stored in T'. Figure 2 shows the frequency distribution
of goods purchased in a day, where the X-axis indicates the rank. For example,



Table 1: Summary of purchase data T’
Attribute |Detail
User ID |ID of user (5 digit number)
Receipt ID|ID of receipt (6 digit number)
Date  |Purchase date (yyyy/mm/dd)
Time |Purchase time (hh:mm)
Goods |ID of purchased goods (number and character)
Price  |Price of purchased goods (Pound sterling)
Number |Quantity of purchased goods (number)

Table 2: Example of T’

User ID|Receipt ID| Date |Time|Goods |Price{Number
12583 536370 |2010/12/1|8:45 | 22728 | 3.75 24
12583 | 536370 |2010/12/1|8:45 | 22727 | 3.75 24
12431 536389 |2010/12/1|10:03| 22941 | 8.5 6
12431 536389 |2010/12/1|10:03| 21622 | 4.95 8
12431 536389 |2010/12/1(10:03| 21791 | 1.25 12
12838 | 536415 |2010/12/1|11:57| 22952 | 0.55 10
12567 537065 |2010/12/5|11:57| 22837 | 4.65 8
12567 | 537065 [2010/12/5[11:57| 22846 |16.95 1
12748 537429 |2010/12/6|15:54|84970S| 0.85 12
12748 537429 |2010/12/6|15:54| 22549 | 1.45 8

there are 2781 kinds of goods in T and the most frequent item was purchased
more than 1000 times.

3 Ten Types of Attackers

We consider 10 typical types of attackers who have background knowledge of
T. Let T'(id,day) be a table transformed from T containing records with user
ID “id”, purchase date “day”, and purchased items. This table is a data of the
“Goods” attribute of T' about two attributes, “User ID” and “Date”. Suppose
that an attacker obtains background knowledge about target user u and tries to
identify w from T'. For simplification, we consider the small dataset T5 and the
sample transformed table T (id, day) shown in Tables 5 and 6, respectively. We
will describe the background knowledge about 7" in Section 3.1 and the 10 types
of attackers using T and T5(id, day) in Section 3.2.

Table 3: Statistics of T' and 1%

Online retail T' Sample data T»

Number of records m 38087 10
Number of users n 400 3
Number of goods wgoods 2871 4
Purchase date waqy |2010/12/1-2011/12/9]2010/12/1-2010/12/3




Table 4: Statistics of three kinds of knowledge in T’

Purchase date|Goods/day|Goods
Unique values wx 290 114 2781
Mean frequency 5.4 13.75 13.7
Max frequency 21 71 1012
Mode of frequency 5 1 1
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3.1 Background Knowledge in T

Suppose that an attacker can gain background knowledge from T. Seven at-
tributes in T are classified into three types: (1) who (user ID); (2) when (pur-
chase date and time); and (3) what (goods, price, and quantities). However, it
is not likely that attackers can learn “who” purchased as background knowl-
edge. Therefore, we assume that attackers learn “when” or “what” information
as background knowledge. In this study, we consider the attributes, “purchase
date” and “goods” because these are representative attributes of the class of
“when” and “what” as background knowledge. In addition, we also consider
background knowledge of the number of kinds of goods purchased in a day.

Questions “when did u purchase?” and “how many kinds of goods did u
purchase?” take Boolean values, yes or no. We suppose that question that “what
did u purchase?” has three possible answers; yes (attacker knows all goods), yes
(knows one of goods), or no (no knowledge). By combining these questions,
we have possible 2 x 2 x 3 = 12 types of attackers. Note that we omit two
extreme attackers who learn all the goods purchased in a day without knowing
the number of kinds of goods purchased with/without knowing date, as the
assumptions contradict each other. Finally, we have the 10 types of attackers
shown in Table 7.

3.2 Detail of the Ten Types of Attackers

Among ten type attackers, we describe representative two of them. Attacker 1
learns only one of the items that customer u purchased on the day. For example,



Table 5: Sample purchase data T3

User ID|Receipt ID| Date |Time|Goods|Price|Number
1 100 2010/12/1| 8:45 |Bread | 1.45 2
1 100 2010/12/1| 8:45 | Book | 3.75 1
1 200 2010/12/1|20:10| Tea |0.85 2
2 300 2010/12/1|10:03|Bread | 1.45 3
1 400 2010/12/2|15:07| Tea |0.85 3
3 500 2010/12/2|11:57|Bread | 1.45 4
3 500 2010/12/2|11:57| Juice | 1.25 4
3 600 2010/12/3|15:54| Book | 3.75 1
3 600 2010/12/3|15:54| Tea |0.85 10
3 600 2010/12/3|15:54| Juice | 1.45 10

Table 6: Transformed T> with user ID and purchase date, T5(iq,day)

User ID \Date| 2010/12/1 2010/12/2 | 2010/12/3
1 Bread, book, tea Tea
2 Bread
3 Bread, juice|Tea, tea, juice

when this attacker knows background knowledge that “u purchased tea one day”,
he finds two users (user 1 and 3) who purchased tea in one day in T5. Then,
he can identify u with the probability of % Attacker 6 learns one purchase date
when customer u purchased, and only one of the items purchased on that day. For
example, when this attacker knows the background knowledge that “u purchased
tea on December 1, 20107, he finds that only user 1 satisfies these requirements
in Ty. Therefore, the attacker can identify u uniquely.

Similarly, the other attackers 0, 2, 3,..., 9, are defined from background knowl-
edge. Table 7 summarizes the relationship between attacker types and their given
knowledge.

Table 7: Ten types of attacker
Attacker|Date|Number of kinds|Goods
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4 Evaluating Risk of Attackers

4.1 Mean Probability of Identification

In this study, we define a mean probability of identification of w in T', to be iden-
tified by an attacker who has background knowledge (attribute) X. We assume
that the probability of attackers gaining background knowledge is proportional
to the frequency of the knowledge appearance in T

For instance, from Tb, Table 8 shows the probabilities T»(id, day) and the
mean identification probabilities Pr(identify|X) for Attacker 5 to gain back-
ground knowledge. In this case, Attacker 5 learns one piece of background knowl-
edge X about u from three candidates, “u purchased on December 1, 20107,
“December 2, 2010”, and “December 3, 2010”. The probabilities of these events
depend on the frequencies of records in T,. Table 8 shows the number of users
who satisfy these requirements, X and days, and the probability of identifying
u given X. For example, if Attacker 5 knows that “u purchased on December
3, 20107, he can identify u uniquely as the only customer who satisfies all the
requirements. In this case, Attacker 5 has this background knowledge with prob-
ability of 0.3 and can identify w uniquely (with probability 1). Therefore, the
probability of identifying u given this background knowledge X is

Pr(identify, X) = Pr(X) - Pr(identify|X) = 0.3 -1 = 0.3.

We give the expected value of probability, i.e., the sum of the probabilities to
identify u with all background knowledge. In this case, the risk associated with
Attacker 5 is

Pr(identify by Attacker 5) = » _ Pr(identify, X) = 0.2+ 0.15 + 0.3 = 0.65,
X

which means that u is identified by attacker 5 with probability 65%.

Table 9 shows the probability that Attacker 3 has background knowledge
X =(# kinds, one good) in T5(id, day) and the identification probabilities. For
example, the event that “someone purchased three kinds of goods and one of
these was a book” appears twice and hence the probability of appearance Pr(X)
is0.2 (= 1—20) In this case, two users satisfy this requirement so the probability of
identifying a user is Pr(identify|X) = m = 3 = 0.5 and the total risk
associated with Attacker 3 is 0.8. Note that the number of events (records) that
appear is not necessarily the same as the number of distinct users who satisfy
requirements, #users. For instance, when user 1 purchased three books one by
one for three days, the number of events that “someone purchased one kind of
goods, a book” is three but #users is 1 because only one same user satisfies the
requirement.

4.2 Properties of Mean Identification Probability

Definition 4.1 (Rx,Ux) Let X be an element of the set of background knowl-
edge D(X) in table T. Let Rx and Ux be sets of records of T and users of T,
respectively, that satisfy restriction X.



Table 8: Risk of Attacker 5 in 15

Knowledge X |Frequency|Prob. of occur. Pr(X)|#users|Prob. of identification Pr(id|X)|Risk Pr(id, X)
2010/12/1 2 0.4 2 0.5 0.2
2010/12/2 2 0.3 2 0.5 0.15
2010/12/3 1 0.3 1 1 0.3

Sum 5 1 0.65

Table 9: Background knowledge of Attacker 3 in T3

Knowledge X |Frequency|Prob. of occur. Pr(X)|#users|Prob. of identification Pr(id|X)|Risk Pr(id, X)

1, bread 1 0.1 1 1 0.1

1, tea 1 0.1 1 1 0.1
2, bread 1 0.1 1 1 0.1
2, juice 1 0.1 1 1 0.1
3, bread 1 0.1 1 1 0.1
3, book 2 0.2 2 0.5 0.1

3, tea 2 0.2 2 0.5 0.1
3, juice 1 0.1 1 1 0.1

Sum 10 1 0.8

Example 4.1 For T, D(X) = {2010/12/1,2010/12/2,2010/12/3}, for element
X =“2010/12/1” of D(X), we have Rx = {1,2,3,4} and Ux = {1,2}.

We define the mean identification probability for an attacker who learns only
one kind of background knowledge (Attackers 1, 2, or 5) in the following theorem.

Theorem 4.1 When |Rx| = |Ux|, the mean identification probability Pr(attacked
with X) for an attacker who knows only one kind of background knowledge X
about data T is

wx

Pr(attacked with X) = -

Proof According to Definition 4.1, the mean identification probability is

R 1 1
Pr(attacked with X) = Z Bx| 1 = —
m |Ux| m
XeD(X)
with the assumption of |Rx| = |Ux|. Hence,
1 wx
P i = _ =
r(attacked with X) Z =
XeD(X)

Theorem 4.1 is proved.

Example 4.3 When D(X) = {2010/12/1,2010/12/2,2010/12/3} and X =“2010/
12/17, Rx ={1,2,3,4} and Ux = {1,2} because m = 10 and wx = 4, the con-

ditional mean probability of identification given X is Pr(identify|X) = %}d =1



and the probability of gaining X is Pr(X) = [Bx| — 1%. Therefore, the mean

m
identification probability of an attacker who knows one element of D(X) is

. |[Rx| 1 4+3+6
Pr(identify, X) = Z =
XeD(X) Ux| 20

= 0.65,

when |Rx| = |Ux|. Hence, the overall risk (expected probability of identification)
from attacker who knows X is

1
Pr(attacked with X) = Z — =X _ys.
xépxy ™

Theorem 4.2 When |Rx| = |Ux]|, the mean identification probability from at-
tacker who knows Pr(attacked with X,Y") independent background knowledges

X and Y is
wWx Wy

m

Pr(attacked with X,Y) =

Proof From the premise of independence of X and Y, when Y is an ele-
ment of set D(Y), the probability of gaining both X and Y is Pr(X,Y) =

Pr(X)Pr(Y) = Ml%". From the assumption that |Rx| = |Ux/|, the number

m
of users who meet X and Y is: m - %M and the risk for an attacker who

knows both X and Y is 1/m(|Rx |/m)(|RyT/m) Therefore, the mean identifica-
tion probability for an attacker who knows X and Y is:

vl
Pr(attacked with X,Y") Z Z |Tz'3

XeD(X)YeD( Y) mlf m

- Yy Lo

XeD(X)YeD( Y)

Theorem 4.2 is proved.

Example 4.4 When D(X) = {2010/12/1,2010/12/2,2010/12/3}, D(Y)
{1,2,3}, X = {2010/12/1}, Y = {1}, Rx = {1,2,3,4}, Ux = {1,2}, Ry =
{4,5}, and Uy = {1,2} because m = 10 and wx = 4 and wy = 3. Under
the assumption that |Rx| = |Ux| and X is independent from Y, the mean
identification probability Pr(identify, X,Y") for an attacker who knows X and
Y is 1/m(|RX|/m)(|Ry\/m) = 1 and the probability of gaining X and Y is
Pr(X,Y) = [Rx| Ry Therefore the mean identification probability for

m m 100
an attacker who knows X and Y is Pr(attacked with X,Y) = #X2% = (.9,

Corollary 4.3 When |Rx| = |Ux]|, the mean identification probability
Pr(identify| X1, X, ..., X)) for an attacker who knows k kinds of background
knowledge X in T is

wxlez .. .ka

——

Pr(identify| Xy, Xo,..., Xk) =



4.3 Experimental Results with the Online Retail Data Set

We investigated the Online Retail Data Set to compute the exact probabilities of
identifying customers using this data. Table 10 shows the experimental results;
the risks associated with attackers in 7. These exact values are computed in
the same way as the examples in Section 4.1 and the theoretical values are
estimated using the theorems in Section 4.2. In this case, we have wgqy = 290,
Wnum = 114, and wgeeqs = 2781. Attackers 1, 2, and 5 know only one kind of
background knowledge (purchase date, number of kinds, or one of the goods
purchased, respectively) about purchase data T

Based on the experiment, we found that Attacker 5 is the most serious one
(0.1851 risk) among these three attackers. The risk of attackers increases mono-
tonically with the number of kinds of background knowledge.

Table 10: Risks for 10 attackers in T Table 11: Ranks of risks for attackers

Attacker|Actual value| Theoretical value Rank|Actual value| Theoretical value
0 0.0025 0.0025 1 9 8
1 0.0965 0.0730 2 4 9
2 0.0807 0.0030 3 8 6
3 0.7974 8.3239 4 7 3
4 0.9788 4.5436 5 6 4
5 0.1851 0.0076 6 3 7
6 0.8945 21.1749 7 5 1
7 0.9400 0.8680 8 1 5
8 0.9750 2413.9433 9 2 2
9 0.9994 1317.6433 10 0 0

4.4 Discussion

Table 11 compares the exact ranks of attackers and the risks estimated in our
model. In either case, Attacker 0 is the weakest but the riskiest attackers are
inconsistent between the two models. In the estimated risks, Attacker 8 with
knowledge of “purchase date”, “number of kinds”, and “one of goods” is ranked
as the most threatening. However, in the exactly computed result, the back-
ground knowledge “purchase date”, “number of kinds”, and “all goods” appear
to give attackers the highest risk. However, Attacker 8 knows obviously less use-
ful background knowledge than Attacker 9. Therefore, this result does not make
sense. Furthermore, the distance between the exactly computed and theoretically
estimated mean identification probabilities is very large, and some estimates are
much greater than 1.0 (note that these are probabilities).

We believe that the reasons for these problems are the way to compute and
the assumptions. The actual values and the theoretical values are computed in
different ways. We compute the theoretical values as px = frequency of X

. . sum of appearance of events
as the probability px to gain X. However, we compute the exact values as

/  __ number of records about X __ |RX|
Px = T humberofrecordsin T . m

as the probability px to gain X. We further



make two assumptions, |Ux| = |Rx| and independence of background knowledge
in our theorems. Figures 3, 4, and 5 show scatter diagrams for |[Ux| and |Rx]|
for purchase date, number of kinds, and purchase of one good. The red lines in
these figures show |Ux| = |Rx| and most points are far from this line in any fig-
ure. Therefore, this assumption is not realistic. The assumption of independence
is also incorrect. Under this assumption, the probability of gaining background
knowledge X and Y is pxpy, and this value is greater than zero. However, few
combinations of X and Y are observed (the probability of learning X and Y is
zero) in the real data. For example, for purchase date and number of kinds in T
the number of combinations of these events is 33,060 (= WdayWnum = 290 - 114)
but only 1473 combinations (about 0.46%) appear in T'. Therefore, this assump-
tion need to be improved.
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5 Related Work

There are two representative methods to evaluate the privacy level of data, k-
anonymity [1] and differential privacy [2]. The k-anonymity was proposed by
Sweeney in 2006. It evaluates the privacy level of data according to whether
the data have at least k& indistinguishable records in terms of quasi-identifiers.
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Differential privacy was introduced by Dwork in 2006. It evaluates the privacy
level of data according to whether the possibility of restoring personal data from
differences in analysis results of the data is high.

Technical Specification ISO/TS 25237 [4] defines anonymization as “a pro-
cess that removes the association between the identifying data and the data
subject.” The ISO definition classifies anonymization techniques into masking
and deidentification, and has been considered favorably [5]. Many anonymiza-
tion algorithms have been proposed to preserve privacy while retaining the utility
of the data that have been anonymized. That is, the data are made less specific
so that a particular individual cannot be identified. Anonymization algorithms
employ various operations, including suppression of attributes or records, gener-
alization of values, replacing values with pseudonyms, perturbation with random
noise, sampling, rounding, swapping, top/bottom coding, and microaggregation
[3,6].

Domingo [8] proposed a model for a maximum-knowledge attacker who knows
both the original dataset and the anonymized dataset. The attacker can use all
the attributes to estimate the best possible linkages. Koot et al. proposed a
method to quantify anonymity via an approximation of the uniqueness proba-
bility using a measure of the Kullback—Leibler distance [9]

Monreale et al. proposed a framework for the anonymization of semantic tra-
jectory data, called c-safety [10]. Based on this framework, Basu et al. presented
an empirical risk model for privacy based on k-anonymous data release [11].
Their experiment using car trajectory data gathered in the Italian cities of Pisa
and Florence allowed the empirical evaluation of the protection of anonymization
of real-world data. Stokes et al. defined n-confusion [14] that is a generalization
of k-anonymity.

In 2017, Torra presented a general introduction on data privacy [15]. Zhizhou
and Lai proposed a definition of a new J-privacy model that requires that no
adversary could improve more than § privacy degree [16].

6 Conclusions

We have proposed 10 types of attackers with background knowledge about 400
users from the Online Retail Data Set and evaluated the risk (mean identification
probability) associated with these attackers. We found that information about
purchase date is the most useful for attackers among three kinds of background
knowledge: purchase date, number of kinds, and knowledge of one good pur-
chased. The risk associated with attackers rises greatly when they have multiple
kinds of background knowledge.

We demonstrated that the risk theoretically can be estimated without com-
puting it exactly under two assumptions (|U,| = |R;| and independency). Un-
fortunately, the assumption of independency does not always hold, and we need
to improve our models in precision.

We plan to create more accurate models for evaluating risks and to investigate
the change in risks when data are anonymized.
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