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• A randomized algorithm 𝑸
satisfies 𝜺-LDP if any pair of 
inputs 𝒗, 𝒗′ and any output 𝒛

𝑷𝒓[𝑸 𝒗 = 𝒛]

𝑷𝒓[𝑸 𝒗′ = 𝒛]
≤ 𝒆𝜺
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• Our Approach

- Expectaion Mazimization (EM) algorithm estimation

• Proposal

- We apply the EM algorithm to the randomization 

used in RAPPOR
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Randomization Estimation

Google
RAPPOR[1] Bloom Filter

+
Randomized Response (RR)

MLE

Ours EM



• EM algorithm [Dempster, et al., 1997]

- Iterative process for which posterior probabilities are 
updated based on Bayes’ theorem.
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marginal probability ෡𝜽(𝒕) = (𝐏𝐫 𝟏, 𝟎, 𝟎 , 𝐏𝐫 𝟎, 𝟎, 𝟏 , 𝐏𝐫 𝟎, 𝟎, 𝟏 )



Research Questions

• RQ1.

- Dose the proposed method estimate the frequency 

more accurately than MLE used in RAPPOR?

• RQ2.

- Is there any correlation between privacy badget 𝜺

and the estimation accuracy?
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• Data : Nightley Dataset 

(6,258 users’ location information)

𝒗 = 𝟎, 𝟏 𝟐𝟑 (Tokyo has 23 words )

Heat map of Tokyo at 14:00 

input

Nakano

Koto

Nakano

Koto

true randomize estimate

Nakano
Koto
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Estimated populations for 23 wards 

in Tokyo at 14:00

Scatter-plot between true and estimated populations

(MLE, EM)

Privacy budget 𝜺 = 𝟎. 𝟓

෡ 𝑁

෡ 𝑁

𝑁

failure in 

small 𝑁

better for 

large 𝑁



11

𝑴
𝑨
𝑬

𝜺

RQ2. Is there any effect of safety parameter 𝜺 on the estimation accuracy?

14:00

Regardless of the value of 𝜺, the proposed method estimated more accurately.

4885

2971

40%

safe risky



• We studied the privacy preservation of time-series 
location traces using LDP algorithm RAPPOR and 
proposed the EM for estimating distributions. 

• Our experiment using 6,528 individuals’ location traces in 
Tokyo demonstrates that the proposed algorithm 
performs better than the MLE used in RAPPOR for any 
privacy budgets 𝜺.
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